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Abstract

The class of acyclic clique-interval (ACI) graphs is introduced as the class of those graphs

G=(V ,E) whose cliques are intervals (chains) of an acyclic order on the vertex set V . The

class of ACI graphs is related to the classes of proper interval graphs, tree-clique graphs and to

the class DV (intersection graphs of directed paths of a directed tree). Compatibility between

a graph and an acyclic order is de�ned, ACI graphs are characterized in terms of it and

some special sets of vertices are found by means of the acyclic compatible order. ACI graphs

are also characterized in terms of the dual hypergraph of the hypergraph of all cliques of G.

Results concerning substitution and reduction preserving the ACI status are established. A

strong necessary condition for a graph to be an ACI graph is also given.

1 Introduction

We deal with �nite undirected simple (i.e. without loops or multiple edges) graphs.

For a graph G = (V (G); E(G)), V (G) and E(G), or simply V and E, are the vertex
set and the edge set of G, respectively. A clique of a graph G is either a subset of

V (G) that induces a maximal complete subgraph of G or, if no confusion arises, this

maximal complete subgraph.

For (D;�) a partially ordered set and a; b elements of D, we say that b covers a
if a � b and no other element c of D satis�es a � c � b. The covering graph ([12]) of

set D is the graph whose vertices are the elements of D and whose edges are those

pairs fa; bg of elements of D such that a covers b or b covers a. By acyclic order we
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mean an order such that its covering graph contains no cycle.

De�nition 1.1: A graphG is an acyclic clique-interval graph (an ACI graph for short),

if there is an acyclic order � on the set V (G), such that for every clique C of G there

is a chain (i.e., a totally ordered set) in (V (G),�) whose elements are exactly those

of C.

ACI will also denote the collection of all the acyclic clique-interval graphs. An in-

terval graph ([5]) has been de�ned as the intersection graph of a family of intervals of

the real line (or of any total order); if we add the requirement that no interval properly

contains another one, we obtain a proper interval graph ([5, 6]). These graphs have

been characterized ([6, 10, 13]) as those graphs G = (V;E) such that their cliques

are intervals of (V;�) where � is a total order on V . It can inmediately be seen that

the class of proper interval graphs is included in the class of ACI graphs, and that

this inclusion is strict, as exempli�ed by the wheel W4, shown in Figure 1: its cliques

C1 = fd; e; ag, C2 = fb; e; ag, C3 = fb; e; cg and C4 = fd; e; cg are chains of the acyclic
order also shown in Figure 1. The fact that W4 is not a proper interval graph follows

from the observation that the only total order on fa; b; c; d; eg which has C1; C2; C3 as

intervals is d < a < e < b < c; but then clique C4 does not correspond to an interval

in this order.
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Fig. 1: The wheel W4 and an acyclic order for it.

Another generalization of proper interval graphs is given in [6]: tree-clique graphs

are those (connected) graphs for which there is a spanning tree T such that every

clique of G induces a subtree of T . Tree-clique graphs appeared independently in [15]

under the name of expanded trees. As the covering graph of an acyclic order is a tree

(a forest if not connected), it is easy to see that the class of connected ACI graphs

is included in the class of tree-clique graphs. This inclusion is strict too: consider,

for instance, the wheel W5. It is a tree-clique graph, as shown in Figure 2, but in

Section 5 we show that it is not an ACI graph.

The class of ACI graphs may be characterized as follows:
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Fig. 2: The wheel W5 and a spanning tree T for which every clique of W5 induces a

subtree of T .

Theorem 1.2: Let G be a connected graph. Then, G is an ACI graph if and only if

there is a directed spanning tree T of G such that every clique of G induces a directed

path in T .

Proof. If G is a connected ACI graph, there is an order on V (G) satisfying the

required conditions. The covering graph of this order is a spanning tree T of G. Di-
rection on T is given as it follows: (x; y) is an arc in the directed tree T i� y covers

x in the order. Any interval in the order is a directed path in T and the same holds

for the cliques of G. Conversely, if T is a directed spanning tree of G satisfying the

hypothesis, let us de�ne the binary relation R on V (G) as it follows: xRy i� there

is a directed (x � y)-path P on T . This is an order on V (G) (R is a re
exive rela-

tion considering each vertex as a directed path of null length). Suppose that R has

an interval I that is not a chain; then I contains at least two vertices z; w that are

incomparable and uRz;wRv, where u and v are respectively the least and greatest

elements of I . Then, disregarding the direction of the edges, there is a cycle in T ,
which is a contradiction. Therefore R is an acyclic order on V (G), and y covers x
i� (x; y) is an arc of the directed tree T . Then, as every clique C induces a directed

path of T , C is a chain of the order. 2

The previous theorem allows us to consider in an ACI graph G either an acyclic

order on V (G) or a directed spanning tree of G satisfying the respective property

for the cliques of G. Gavril ([4]) de�nes that a graph belongs to the class DV if it

is an intersection graph of directed paths of a directed tree. ACI graphs are also

related to these graphs. For a graph G, let K(G) denote its clique graph, that is,

the intersection graph of the cliques of G. Considering K as a function de�ned on a

class of graphs in [7], Gutierrez shows that K(ACI) = DV and also K(DV ) = ACI .
For this reason, ACI graphs are called dually DV graphs in [11]. In Section 2 we

de�ne a compatibility between a graph and an acyclic order in a similar way that a

compatibility with a total order has already been de�ned. We characterize ACI graphs

in terms of this compatibility and show a necessary condition for a graph to be ACI
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in terms of induced proper interval graphs. We also show in Section 2 how some

independent (dominating, irredundant) sets ([1, 2]) in an ACI graph can be found by

means of its compatible order. In Section 3 we study the behaviour of ACI graphs

with respect to substitution and reduction ([3, 5, 9]): given an ACI graph G we �nd

the conditions under which it is possible to apply substitution (resp. reduction) to G
such that the resulting graph preserves the ACI property. In Section 4 an ACI graph

G is characterized in terms of properties of the dual hypergraph of the hypergraph

of all cliques of G. In Section 5 we show a strong necessary condition (which is not

su�cient) for a graph to be an ACI graph: G does not contain induced odd cycles of

length k � 5.

2 Compatibility between Graphs and Acyclic Orders. Special Sets

of Vertices in an ACI Graph.

Roberts([14]) de�ned compatibility between a graph and a total order and showed that

a graph is compatible with a total order if and only if it is a proper interval graph.

In this section we de�ne compatibility between a graph and an acyclic order, just

changing in the existing de�nition "total order" by "acyclic order". We characterize

ACI graphs in terms of this compatibility, and give a necessary condition for a graph

to be an ACI graph in terms of induced proper interval graphs. We show how to �nd

some distinguished sets of vertices, which are described below, in an ACI graph, using

the compatible acyclic order.

De�nition 2.1: Let G = (V (G); E(G)) be a graph and let � be an acyclic order on

V (G). G and � are compatible if for every pair of vertices x; z such that xz 2 E(G),
the following conditions are satis�ed: (i) x; z are �-comparable ; (ii) for every vertex

y such that x�y�z (or z�y�x), then xy; yz 2 E(G).

Theorem 2.2: A graph G is an ACI graph if and only if there is an acyclic order � on

V(G) such that G and � are compatible.

Proof. Let G be an ACI graph. Then there is an acyclic order � for V (G) for
which every clique C of G is a chain in (V (G); �). Consider an edge of G; then both

its end vertices belong to at least a clique C of G. As C is a chain in (V (G); �), then
all the vertices in C are comparable. Let x; y; z be vertices in this chain such that

y follows x and z follows y in the chain. As y is also a vertex of clique C, we have
that xy; yz 2 E(G). We obtain that G and � are compatible. Conversely, let G be

compatible with an order � on V (G); we must show that every clique of G is a chain

of (V (G),�). Let C be a clique of G; as every pair of vertices in C are incident, by

2.1(i) vertices in C are all pairwise �-comparable, and therefore included in a chain I .
By 2.1(ii), the underlying set in any chain [v; w]� for vw in E(G), induces a complete

subgraph of G. There is a �rst element x and a last element y of C on I , so there

cannot be a vertex u on I , such that x�u�y and u does not belong to C. Then [x; y]�
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is the interval of (V (G),�) containing exactly the vertices of C. This completes the

proof. 2

Theorem 2.3: Let G be an ACI graph and let � be an acyclic order compatible with

G. Then for every interval I of (V (G); �), the underlying set of vertices of I induces

a proper interval graph.

Proof. Let I be an interval of (V (G); �). Suppose that x; y; z are vertices on I such

that x�y�z. If xz 2 E(G), then, by Theorem 2.2, we also have xy; yz 2 E(G). Let G0

be the subgraph of G induced by (the underlying set of vertices in the interval) I . As
I is a chain of (V (G); �), order � restricted to I is a total order; thus G0 is compatible

in the sense given in [6, 10, 14] with a total order. Therefore G0 is a proper interval

graph. 2

In a graph G, a set of pairwise non-adjacent vertices is an independent set. A

set X of vertices in G is dominating if every vertex in V (G) � X is adjacent to a

vertex in X . The open neighborhood of a vertex u is N(u) = fv 2 V (G);uv 2 E(G)g
and its closed neighborhood is N [u] = fug [ N(u). In [2] they de�ne that a vertex

x 2 B � V (G) is redundant in B if N [x] � N [B � fxg]. This notion arises from

problems in communications networks: any vertex that may receive a communication

from some vertex in B, may also be informed from some vertex in B � fxg; thus x
may be removed from B without a�ecting the totality of accessible vertices. They call

a set of vertices irredundant if it contains no redundant vertex. In the next results,

due to Berge and to Cockayne and Hedetniemi, respectively, and in the following one,

maximality and minimality of sets refer to inclusion order:

Theorem 2.4 ([1, 2]): If X is a maximal independent set, then X is a minimal domi-

nating set.

Theorem 2.5 ([2]): If X is a minimal dominating set, then X is a maximal irredundant

set.

In Lemma 2.6 some independent sets in an ACI graph are obtained considering

the maximal or minimal elements of the order compatible with the graph. In Corol-

lary 2.8, it is shown how, under certain conditions, a maximal independent (minimal

dominating, maximal irredundant) set of an ACI graph G can be found, also consid-

ering the acyclic order compatible with G.

Lemma 2.6: Let G be an ACI graph without isolated vertices and let � be an acyclic

order compatible with G. Then, any subset of maximal (respectively minimal) ele-

ments of (V (G); �) is an independent set of G.

Proof. Let A � M+, where M+ is the set of maximal elements of (V (G); �). As

every pair of vertices in A is non-comparable, by compatibility of G and � , they are
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non-adjacent vertices in G; thus A is an independent set of G. The same is obtained

for the set M� of minimal elements. 2

With the same argument, the previous result can be generalized to any set of all

pairwise �-incomparable vertices of G.

A lower semilattice is an ordered set (L;�) such that every pair of elements in L
posesses a greatest lower bound. In any graph G, let (S, �) be the class of all the

independent sets of V (G), ordered by inclusion. It is easy to prove that (S, �) is

a lower semilattice, in which the empty set is its least element, followed by all the

singletons, followed by all the 2-element sets fa; bg such that ab is not an edge of G,
and so on, until the class of all maximal independent sets of G. In some ACI graphs

the sets M�, M+ may be in this class among possibly some other maximal indepen-

dent sets such that some of their elememts are maximal and some others are minimal

of the ordered set (V (G); �). We ask: Under which conditions is it possible to join

all the maximal and all the minimal elements of (V (G); �) such that this union is a

maximal independent set? The next theorem gives an answer to this question.

A simplicial vertex in a graph G is a vertex that belongs to exactly one clique of

G.

Theorem 2.7: Let G be a graph compatible with an acyclic order � on V (G) which
contains a chain I = [x; y] =

T
CcliqueofG

C 6= ; (the intersection of all the intervals

corresponding to all the cliques in G) and let every clique contain at least a simplicial

vertex, such that for every clique C, all its simplicial vertices either follow y or else

precede x. Then, the set M of all maximal and minimal elements of (V (G); �) is a
maximal independent set of G.

Proof. By Lemma 2.6, bothM� andM+ are independent sets of G. In M+ there is

exactly one simplicial vertex of each clique whose simplicial vertices follow vertex y,
and in M� there is exactly one of each clique whose simplicial vertices precede x; by
hypothesis, the sets of cliques considered respectively for M� and M+ are disjoint.

Moreover, for every pair m;u of vertices, m 2M+ and u 2 M�, mu =2 E(G), because
they belong to di�erent cliques, C+ 6= C�, and only to them as they are simplicial

vertices. Let M = M+ [M�; then M is an independent set of G. Let w be any

vertex in V (G)�M ; then, there is a clique C of G to which w belongs and there is a

vertex r in M such that wr 2 E(G). So, no vertex can be added to M without losing

independence. We conclude that M is a maximal independent set of G. 2

Corollary 2.8: The setM is also a minimal dominating set and a maximal irredundant

set of G.

This is immediate by Theorems 2.4 and 2.5.

Corollary 2.9: The independent set M is also a maximum independent set (with re-

spect to cardinality).
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Proof. Suppose that N is an independent set with more vertices than M . By

construction, M contains one and only one vertex of each clique of G. Thus, the

cardinality of M is the number of cliques of G, and as N has more vertices than this

number, at least two of them must belong to the same clique, which contradicts the

independence of N . Then, M is maximum. 2

3 Substitution and Reduction in ACI graphs

Let H be a graph with vertex set V (H) = fx1; : : : ; xpg and let F be a family of p
pairwise disjoint graphs Gi = (Vi; Ei) for i = 1; : : : ; p. In [3, 9], it is de�ned the

substitution of F on the graph H as the graph whose vertex set is
S

i=1;:::;p Vi and
whose edge set is the union of the set

S
i=1;:::;pEi with the set fxy;x 2 Vi; y 2

Vj ; i 6= j; ij 2 E(H)g, denoted H [G1 : : : Gp]. In a graph G, a set A � V (G) is

called homogeneous [9] (externally related in [3]) if for every pair of vertices x; y 2 A,
N(x) � A = N(y) � A; that is, they all have the same neighbours "out" of A). If

W = fx; yg is a homogeneous set of a graph G and xy is an edge of G, then x and

y are called twins of G ([9]). Let R be the binary relation on V (G), de�ned by xRy
i� x and y are twins of G, which is obviously an equivalence relation. G=R is the

(simple) graph whose vertices are the R-equivalence classes, two distinct classes R(x)
and R(y) are adjacent in G=R i� xy is an edge in G. If a graph is isomorphic to G=R,
then it has no twins and it is the reduced graph ([14]) of G. Next theorem shows that

if substitution by complete graphs is applied to an ACI graph, the resulting graph is

also ACI. Then, we show that applying reduction of twins to an ACI graph G, the
resulting graph is also ACI. If a �nite sequence of such reductions is applied we �nally

obtain that the reduced graph of G is an ACI graph.

Theorem 3.1: The class of ACI graphs is closed under substitution by complete graphs.

Proof. Let G be an ACI graph and v 2 V (G). Vertex v is replaced, in the way

described above, by a complete graph K such that V (G) \ V (K) = ;. There is an

acyclic order � for V (G). Let vertex v be replaced by the chain [a1; : : : ; ar], where
fa1; : : : ; arg = V (K), in such way that, if in (V (G); �), u is followed by v, then u
is followed by the chain [a1; ar], and if w follows v, then w follows this chain; every

vertex that is incomparable with v remains incomparable with all vertices a1; : : : ; ar.
An acyclic order �0 on the set (V (G) � fvg) [ V (K) is obtained, and this is the

vertex set of the graph G[K] obtained by substitution of v by K. All the vertices

of K lie in a chain in �0 because K is a complete graph. The cliques of G not

containing vertex v remain the same in G[K], the intervals for them in (V (G[K]); �0)
being the same as those in (V (G); �). Let C be a clique of G containing v; then, the
corresponding clique of G[K] is (C � fvg) [ V (K) which, by construction of �0, is a
chain in (V (G[K]); �0). Since G[K] contains no other cliques apart from these, it is

an ACI graph. If substitution by complete graphs is applied to more than one vertex

of G, following the same steps as above for each of them, the substituted graph is

ACI too. 2
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For a graph G and any vertex v 2 V (G), let C(v) = fC clique of G ; v 2 Cg

Theorem 3.2: Let G be an ACI graph and W = fx; yg a set of twins of G. Then, the
graph G0 obtained by reduction of W to a single vertex is an ACI graph.

Proof. We may assume that G is connected. By Theorem 1.2, there is a directed

spanning tree T of G in which every clique of G induces a directed path. As x and y
are twins, then C(x) = C(y) = K, W is included in all the cliques in K and W has

an empty intersection with any other clique not in K. If there is only one clique C
in K, then T may be chosen such that the directed path C in T contains the edge xy
(with some direction). Suppose there are at least two cliques in K; since they all have

the edge xy in common, then xy (with some direction) is in T , otherwise T would

contain a cycle. Let G0 be the graph obtained by reducing in G the set W to a single

vertex. The directed edge with end vertices x and y is deleted from T , and these two

vertices are identi�ed into one in T . A directed spanning tree T 0 for G0 is obtained.

For every directed path C corresponding to a clique C in K, if C 0 is its corresponding

clique in G0, let C � fxyg be the directed path for C 0 in T 0. For cliques of G not in

K, their corresponding directed paths in T 0 are the same as in T . By Theorem 1.2,

G0 is an ACI graph. 2

If G is an ACI graph, applying a �nite sequence of reductions as the one described

in Theorem 3.2, the reduced graph of G is obtained, and this is also an ACI graph.

Corollary 3.3: The class ACI is closed under reduction of complete homogeneous sub-

graphs.

Proof. Let G be an ACI graph and F a complete subgraph of G such that V (F ) is a
homogeneous set of G. Then, as every two vertices in F are twins, F may be reduced

to a single vertex and the resulting graph is ACI. 2

4 ACI graphs and the dual hypergraph of the hypergraph of all

cliques of a graph

Let X be a �nite nonempty set and let F be a family of subsets of X . Then H =

(X;F) is a hypergraph with vertex set X and edge set F . Let G = (V (G); E(G)) and
let C(G) be the set of all cliques of G; then C = (V (G); C(G)) is the hypergraph of

cliques of G. The dual hypergraph of C is the hypergraph C�(G) (or C�) whose edges
are the sets C(v), as de�ned in Section 3, indexed by the vertex set V (G); that is C�

= (C(v))v2V (G). We de�ne the following collection � of �nite families of sets:

De�nition 4.1: The �nite family (Fi)i2I is a member of � if there is an order � on I
such that:

(i) For i; j; k 2 I , if j 2 [i; k]�, then Fi \ Fk � Fj ;

(ii) if Fi \ Fj 6= ;, then i; j are �-comparable.
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Corollary 4.2: Order � is an acyclic order.

Proof. Suppose order � on I verifying (i) and (ii) has an interval which is not a chain,

having i and k as least and greatest elements and h; j as non-comparable members.

If j and h belong to [i; k]�, then by (i), Fi \Fk is included in both Fj and Fh, so that
they have a nonempty intersection. But since h and j are not comparable, we get a

contradiction with (ii). 2

Theorem 4.3 ([8]): A graph G is an ACI graph if and only if C�(G) belongs to �.

Proof. Let G be an ACI graph and � a corresponding acyclic order on V (G). Let

vj 2 [vi; vk]�, and let C 2 C(vi)\C(vk). C is a chain in order �, and vi; vk belong to

C. Then, also vj 2 C, which means that C 2 C(vj). Thus C(vi)\C(vk) � C(vj) and
4.1(i) holds. Let C(vi) \ C(vk) be non-empty; then C belongs to this intersection,

vi; vk 2 C and C is a chain of (V (G); �); so, they are �-comparable. Conversely,

let C�(G) = (C(v))v2V (G) be a family of the collection �. Let � be the order on

V (G); by 4.2, it is acyclic. Let C be a clique of G; for every pair u; v 2 C, we have
C(u) \ C(v) 6= ;, because C belongs to each one of them. By 4.1(ii), this nonempty

intersection implies that u; v are �-comparable. As this happens for every pair of

vertices in C, it is a chain and G is an ACI graph. 2

5 Forbidden Cycles in an ACI Graph

In this section we prove if G is an ACI graph, then G has no induced cycles of odd

length n, n � 5. Let G be an ACI graph which we may assume to be connected.

By Theorem 1.2, let T be a directed spanning tree of G such that every clique in

G induces a directed path in T . Let Z = (z1; z2; : : : ; zk) be an induced cycle of G,
where k � 4 and let C(Z) = fC1; C2; : : : ; Ckg be a set of cliques of G containing edges

z1z2; z2z3; : : : ; zkz1 of Z. Note that each Ci contains no vertices of Z other than zi
and zi+1, otherwise Z would not be an induced cycle. When no confusion arises, we

refer to the directed path of T containing zi; zi+1 also as Ci.

Lemma 5.1: Any directed path of T contains at most two vertices of Z.

Proof. Suppose that there exists a directed path P of T containing distinct

vertices zi; zj ; zm of Z, such that ziRzjRzm with respect to order R associated with

T , described in the proof of Theorem 1.2. Let T 0; T 00 be subtrees of T such that

T 0 \ T 00 = fzjg and T 0 [ T 00 = T with zi 2 T 0 and zm 2 T 00. Consider the arc A of

Z with end vertices zi and zm and not containing zj . Then, there are vertices z
0; z00

consecutive in A, such that z0 2 T 0 and z00 2 T 00. The clique C of C(Z) containing
z0; z00 corresponds to a path in T that does not contain zj . The union of this path

with P must contain a cycle, a contradiction to the fact that T is a tree. Therefore,

no such path P may exist. 2
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Lemma 5.2: Let zi; zj be two vertices of Z, such that i and j have the same parity.

Then, there is no directed path in T joining zi and zj .

Proof. Either for all vertices zi with i of the same parity, the path in T joining zi
and zi+1, is directed from zi towards zi+1, or else, for all of them, it is directed from

zi+1 to zi, otherwise there would be a directed path in T containing three vertices of

Z, which contradicts Corollary 4.2. Suppose now, without loss of generality, that for

zi and zj there exists a directed (zi; zj)-path in T . As it is pointed out above, there

is either a (zj ; zj+1) or a (zi�1; zi) directed path in T . In any case, there is a directed

path in T containing three vertices of Z, a contradiction. 2

Theorem 5.3: The length k of cycle Z is even.

Proof. If k is odd, then, by Theorem 4.3, no directed path in T joins z1 and zk. But,
since they are adjacent in Z, there is a directed path, namely Ck, in T , joining them.

Then k must be even. 2

c

a

b

e fd

Fig. 3: A graph without an odd induced cycle of length greater than 3 that is not

ACI.

This condition about induced cycles is not su�cient for a graph to be ACI, as

Figure 3 illustrates: Any partial order with chains corresponding to cliques fa; b; cg,
fb; c; eg and fb; e; dg must be such that e < b < c or c < b < e. In any case, it is not

possible to construct another chain corresponding to clique fc; e; fg which preserves

the acyclicity of the partial order.
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